
ACM SIGGRAPH / Eurographics Symposium on Computer Animation ’0x
D. L. Michels and S. Pirk
(Editor)

Volume 0 (1981), Number 0

Detailed Eye Region Capture and Animation

Glenn Kerbiriou13, Quentin Avril3, Fabien Danieau3 and Maud Marchal12

Univ. Rennes, INSA, IRISA, CNRS, Inria1 IUF2 InterDigital3
P

h
o

to
gr

am
m

et
ry

re
co

n
st

ru
ct

io
n

Te
m

p
la

te
 m

es
h

re
gi

st
ra

ti
o

n

M
u

lt
ili

n
ea

r
In

te
rp

o
la

ti
o

n
Pose 1
12 views

Pose 36
12 views

(a) (b) (c) (d) (e) (f) (g)

Surface distance

max

0

Figure 1: Summary of our approach for capturing and animating detailed eye regions: (a) eye capture (Section 2), (b) mesh reconstruction,
(c) mesh registration (Section 3) and (d) multi-linear interpolation (Section 4). Through this pipeline, we are able to produce detailed eye
region animation by accurately reproducing specific details such as (e, f) eye inner corner tissues and g) bulging effect caused by eyeball
orientation.

Abstract
Even if the appearance and geometry of the human eye have been extensively studied during the last decade, the geometrical
correlation between gaze direction, eyelids aperture and eyelids shape has not been empirically modeled. In this paper, we
propose a data-driven approach for capturing and modeling the subtle features of the human eye region, such as the inner eye
corner and the skin bulging effect due to globe orientation. Our approach consists of an original experimental setup to capture
the eye region geometry variations combined with a 3D reconstruction method. Regarding the eye region capture, we scanned
55 participants doing 36 eyes poses. To animate a participant’s eye region, we register the different poses to a vertex wise
correspondence before blending them in a trilinear fashion. We show that our 3D animation results are visually pleasant and
realistic while bringing novel eye features compared to state of the art models.

1. Introduction

Faithfully digitizing humans for applications such as video-games,
Virtual Reality (VR) or visual effects has been a long-standing chal-
lenge in computer graphics. In particular, human face reconstruc-
tion has received a great amount of attention from the research com-
munity [DGO∗19].

Among the human face features, eyes stand out by being the
most salient [RWX17] and descriptive [KPKR17] region. In ad-
dition, eyes are extremely important to convey emotions, mental
state or non-verbal communication [BCWH∗01]. The need of faith-
ful reconstruction of the eye region is therefore a key challenge

of human face animation. In this work, we focus on the detailed
capture, reconstruction and animation of the eye region using a
data-driven approach. We refer to eye region as the soft tissues
surrounding the eyeball, but not the eyeball itself. Our goal is to
capture how these tissues behave when the gaze direction and the
eye aperture vary. Realistic eyeball reconstruction and modeling
has been addressed by Bérard and his colleagues in many of their
works [BBN∗14, BBGB16, BBGB19]. Bermano et al. [BBK∗15]
reconstructed the upper eyelid crease with great precision, but
only for eyelid aperture variations, and the gaze-eyelid interaction
was not modeled in depth. This correlation between gaze direc-
tion and eyelid motion has been learned by Neog et al. [NCRP16],
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but their elastodynamic model mostly simulates lateral gaze di-
rection changes and omits some fine details. In the same vein,
Wood and his colleagues built a 3DMM of the eye [WBM∗16a]
for gaze direction estimation [WBZ∗15] that they rendered and an-
imated using generic blendshapes i.e. linear combination of per-
vertex deformations. Then, they introduced a rotation-based ani-
mation and simulated the eyeball-eyelid contact using shrinkwarp-
ing [WBM∗16b]. However, only upward-looking and downward-
looking eyelid shapes were extracted from data. Real-time eyelid
shape reconstruction has been achieved by Wen et al. [WXLY17]
from a RGBD sensor. They detect semantic edges using a Deep
Neural Network and fit a blendshapes model of eyelid in each
frame. The trade-off of between real-time performance and recon-
struction quality limits their system to the use of a linear model.

As far as we know, no previous work addressed the animation of
the eye region from high quality scans that correlates gaze direction
and eye aperture. Moreover, existing methods are based on low to
medium quality data [NCRP16, WXLY17] or on sparsely sampled
poses [WBM∗16b]. As a result, a number of dynamic details of the
eye region are missed.

In this paper, we propose to address these limitations by intro-
ducing a data-driven approach for capturing and animating detailed
eye regions. Our contributions are the following :

• A detailed protocol for capturing the eye region and the correla-
tion between eyelids shape, gaze direction and eye aperture.
• An anatomically coherent multilinear animation model of the

eye region.
• A preliminary analysis of eye inner corner tissues movements in

a population of more than 50 individuals.

2. Detailed Eye Region Capture

The first step of our approach is to collect in vivo data in order to
study how the possible movements of the eye affect the surrounding
soft tissues. For that purpose, we designed an experimental setup in
order to capture highly-detailed eye regions of 55 participants.

Experimental setup. Our setup consists of a rig (see Fig. 2)
containing 12 Canon EOS 1300D cameras arranged concentrically
around the participant’s eye. The participant’s head is fixed with
a chin strap device similar to that of an ophthalmologist. Diffuse
lighting is achieved with 14 round spot lights covered with diffuse
paper mounted uniformly on the rig. Additionally, 8 physical tar-
gets are placed in a 3x3 grid pattern visible from participants’ point
of view. The central target of the grid corresponds to the center of
the front camera lens.
To calibrate the colors of the sensors, a color mire device featuring
April Tags [Ols11] is shot before each capture session. Before the
capture, the participant’s skin is cleaned with micellar water then
matified using matifying wipes. If a participant had thick or bushy
eyebrows, we used styling wax to flatten and comb them.

Experimental protocol. In our protocol, we chose to discretize
the eye pose space in 36 poses (see Figure 3) that participants per-
formed by looking at 9 physical targets. These targets allow to cap-
ture 9 different gaze angles together with 4 different eye apertures.
At the end, our dataset contains eye close-up 3D scans of 55 partic-
ipants performing 36 eye poses, totalling 1980 textured scans. The
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Figure 2: Picture of our camera rig setup.

captured population contains 40 males and 15 females (age ranging
from 21 to 67 years old). No particular selection was made on the
participants.

Figure 3: The eye pose space is discretized in 36 poses, as the
cartesian product of 3 levels for horizontal gaze angle ("right",
"center" and "left"), 3 levels for vertical gaze angle ("down", "cen-
ter" and "up") and 4 levels for eye aperture ("wide open", "open",
"half-closed" and "closed"). The red spheres represent the data
nodes used for the interpolation process of the animation (Sec-
tion 4).

3. 3D Reconstruction

The 3D reconstruction step consists in generating a 3D mesh from
the data acquired with our experimental setup. For that purpose,
we successively apply a photogrammetry method from the pho-
tographs, followed by a 3D registration to gather all the scans. Fi-
nally, we fit an a eyeball mesh to complete the generated 3D mesh.

Photogrammetry process. The surfaces are extracted from the
photographs of the twelve cameras using Agisoft Metashape pho-
togrammetry software †. The "multi-frame chunk" functionality is
used to calibrate and optimize jointly the cameras for the thirty-
six eye poses. The depth maps are downscaled eight times and the
diffuse texture map is computed in 4096 by 4096 pixels.

3D Registration. To achieve dense correspondence across all

† Agisoft Metashape, http://www.agisoft.com
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the scans, we employ non rigid registration [SP04] with a template
mesh. The template mesh used is a subset of the ICT-FaceKit topol-
ogy [LBZ∗20] focusing on the left eye containing 1407 vertices
and 2664 triangles. We manually place a set of 32 3D landmarks
on each scan following the pattern depicted in Figure 4. The land-
marks are placed on anatomical key points, and are decomposed in
7 eye region features.

Figure 4: Left, our semantic landmark pattern. 5 landmarks for the
vertical face symmetry axis (blue), 3 for the eyebrow (orange), 3 for
the bottom exterior region (black), 8 for the eyelid contour (red), 5
for the eyelid crease (green), 3 for the bottom eyelid bulge (pink), 5
for the inner tissues (white). Middle, the template mesh used. Right,
superimposition of the registered template and the scan.

To ensure a denser correspondence mapping between the scans
of a same subject, we first register the neutral pose (eyes open, look
forward), then we find dense correspondence in the texture maps in
order to add more landmarks and reduce skin sliding. Once the ge-
ometry registration is done, we generate diffuse color map, height
map and normal map by comparing the fitted template mesh to the
scan.

Eyeball fitting. Finally, we fit a generic eyeball mesh on each
scan for visual purposes and to fill the gaps between the eyelid bor-
ders and the eyeball (see Section 4). We extract the surface of the
visible eyeball by thresholding the distance to the registered tem-
plate. Then, we fit a sphere at the least squares sense on this sur-
face. The pupil location is determined as the center of the pit of the
cornea. Finally, we perform Iterative Closest Point (ICP) to align
our generic eyeball mesh to the scan part and we fix the eyeball
radius such that its scale is constant along the poses.

4. Animation

Animation System. To show the shape and appearance representa-
tion capacity of our capture and registration method, we computed
an animation based on our 3D data (Figure 5). We linearly interpo-
late the meshes vertices, textures and eyeball transforms between
gaze angles and eye aperture levels. This leads to a trilinear inter-
polation inside the 2 voxels wide, 2 voxels long and 3 voxels deep
volume represented as a red wireframe in Figure 3. The desired
pose is obtained from an aperture value a ∈ [0,3], and horizontal
and vertical angle levels x,y ∈ [0,2]. The eyelid borders are then
shrinkwarped to the eyeball with increasing distance as done by
Wood et al. [WBM∗16b].

Preliminary Data Analysis. Our animation features unprece-
dented level of details compared to state-of-the-art methods. First,
as the pose space is densely sampled (not only along the seman-
tic axes), we strongly reduce the risk of creating anatomically in-
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Figure 5: Illustration of multilinear pose interpolations for a par-
ticipant.

valid poses. The equivalent 1-D linear interpolation model of our
animation would be performed with three blendshapes for aper-
ture ("open" to "wide open" and to "half-closed" and "half-closed"
to "closed") and four blendshapes for gaze direction ("forward" to
"up", "down", "right" and "left"). Unless creating a specific rig with
strong constraints, this model can easily generate undesired arti-
facts or even anatomically invalid poses by combining blendshapes
acting on the same vertices. Figure 7 provides (a) an example of
such an invalid pose, fixed with (b) our multilinear interpolation.

Lacrimal
caruncle

Sclera

IrisPlica
semilunaris

Eyelid crease

Pupil

Eye inner corner tissues

Cornea

Figure 6: Anatomy features of the eye that are relevant for this
work. We can notice the clear distinction between the lacrimal
caruncle and the plica semilunaris.

Second, our animation accounts for bulges appearing relatively
far from the visible sclera (Figure 6) with upward gaze directions
(Figure 8, (a, b)). Eyelid deformation with closed eye and a vary-
ing gaze direction is also well modeled (c, d). Third, the eye inner
corner tissues size is strongly correlated with an outward-looking
eye. In Figure 9, we show that our method (c) is able to correctly
animate this area compared to (a, b) previous works. We observe
that the plica semilunaris (Figure 6) is mainly responsible for the
expansion. We measured the area of the inner tissues compared to
the area of the globe plus the inner tissues for all the participants. It
appears that the inner tissues occupy in average 13.4±3.8% of this
reference area with an outward gaze, against 3.5± 1.5% with an
inward gaze direction. Moreover, the expansion is measured as an
increase of 9.8± 3.4% in average. This tells us that the tissues ex-
pansion is not only significant, but also person specific (great vari-
ance), which enforces the need of personalized eye region capture,
modeling and animation for first leading characters.
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(a) (b)

Figure 7: Interpolated pose with both downward gaze and closed
eye : (a) blendshapes-driven equivalent of our method, (b) our tri-
linear interpolation.

(a) (b) (d)(c)

Figure 8: (a, b) Skin bulge appearing with an upward gaze. (c, d)
Eyelid deformation with closed eye and a varying gaze direction.

5. Conclusion

In this paper, we proposed an original data-driven approach for cap-
turing and modeling the subtle features of the human eye region.
We first designed a dedicated photogrammetry rig for capturing
with precision a combination of multiple eye poses of more than
50 participants. We then proposed a 3D reconstruction methodol-
ogy to generate 3D meshes of the eye region. The dense sampling of
the eye pose space allows to correlate gaze direction and eye aper-
ture, resulting in accurate animation with only a linear interpolation
scheme. Unlike previous techniques, our animation also features
person-specific details such as the expansion of the plica semilu-
naris and skin bulges due to eyeball orientation. Future work will
tackle statistical modeling of the eye region using a linear method
or a neural network. We trust that our pose-oriented data will lead
to good results in terms of reconstruction, pose transfer and fitting

a) Wood et al. b) Neog et al. c) Ours

Figure 9: An illustration of our eye inner corner tissues expansion
animation compared to two other eye and eye region simulation
methods. From left to right : [WBM∗16b], [NCRP16], Ours.

to images [WBM∗16a]. We plan to investigate other interpolation
techniques including physical constraints. A strong limitation of
our approach is the manual landmark placement that will also be
addressed later. Thanks to the level of detail captured through our
setup, our approach paves the way for personalized human eye re-
gion modeling and animation.
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